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Abstract—Unlike state-of-the-art Driver Assistance Systems (DAS) upcoming technologies may not base on a static software and system architecture. This is especially true for DAS for truck and trailer combinations were the components needed are distributed over both parts of the articulated vehicle. As a truck might be connected to different trailers changes are very common. In order to handle these changes at runtime the usage of Service-oriented Architecture (SOA) is a promising approach. Hereby the functionalities are encapsulated into Services which are recomposed whenever the system architecture changes. As the Services in such a system run on small embedded units traditional approaches to process the re-composition as known for example from the Web Services domain cannot be adopted directly. This paper discusses the different composition approaches published in recent years and suggests an algorithm suited for this class of systems.

I. INTRODUCTION

State-of-the-art Driver Assistance Systems (DAS) like for example lane-keeping assistance are characterized by a static software and hardware architecture. This is because the number and topology of the Electronic Control Units (ECU) as well as the software modules forming the assistance do not change at runtime. In some upcoming DAS, however, the components of the system are distributed over more than one vehicle. This fact leads to a high degree of distribution, changing hardware and software configurations and the integration of heterogeneous components at runtime. We call this class of systems Distributed Driver Assistance Systems (DDAS). The focus of our work lies on systems that support the driver while using a truck and trailer combination since the functionalities needed are distributed on both parts of the articulated vehicle. In these DDAS the driver may disconnect a trailer to connect another one carrying different sensors or software functionalities. Whenever the combination changes the system is challenged to achieve the best assistance possible using the functionalities provided by the truck and the trailer.

In [1] we presented a novel approach able to handle the demands of DDAS basing on Service-oriented Architecture (SOA). In recent years this approach has been developed into a whole framework called “Service-Oriented Driver Assistance” (SODA). In SODA, the functionalities are encapsulated into Services. This allows distributing the components anywhere within the net of the networks of the vehicle. Furthermore, Services offer an abstract, well-defined interface to the outside world. Herewith, the heterogeneity of the different software functionalities is hidden. It also ensures compatibility between software components developed by different suppliers. In order to be able to react on changes at runtime SODA is re-configuring the system by automatically discovering Services currently available and re-composing them to generate the overall functionality. Furthermore we established SODAdev, a process model to develop such DDAS deploying SODA using the modeling language SoaML in [2]. This development process results in a detailed description of the Services and their interfaces. The description of each Service does not only include the functionalities offered but also the so-called Requested Interfaces. A Requested Interface defines a Service that is needed to be able to fulfill its task. Herewith each Service has a local view of the types of Services surrounding itself. The Services within the network that are capable of offering the functionality requested by the interface are called available Services. These available Services can be detected by the SOA principle of Service Discovery. The Service Discovery process collects information about these available Services and ensures that they are offering the right functionality. As there might be more than one Service available offering the same functionality an optimization problem to find the best solution possible in the current scenario arises. This optimization problem has to be solved by a composition algorithm that decides for each Requested Interface which of the available Services is selected. This paper discusses the requirements of a composition algorithm in the domain of DDAS. These requirements are then used to analyze existing approaches form other SOA-based systems. Finally, the composition approach used in the SODA framework is presented.

II. EVENTS OF RE-CONFIGURATION IN DDAS FOR TRUCK AND TRAILER COMBINATIONS

The analysis of the events of system changes that can occur in a truck and trailer is needed to derive the requirements regarding the re-configuration procedure. We identified six different events:

1) Ignition on
2) Connecting a trailer at runtime
3) Disconnecting a trailer at runtime
4) Change of the type of assistance at runtime
5) Change of the quality parameters at runtime
6) Failure of a Service Instance at runtime

The first event is called Ignition on. Re-configuration is necessary in this event since the components available may have change during the vehicle was switched off.

In the second event a trailer is connected at runtime. Thereby
the system may be changed through adding additional Services. This new situation calls for a re-composition of the Services used by the application. The counterpart of connecting a trailer is disconnecting one at runtime. This event is important for the re-configuration algorithm since SODA does not have an explicit sign-off mechanism. In this case SODA has to detect that no assistance is possible.

In the next event the type of assistance used is changed at runtime. As Uwe Berg and Dieter Zöbel have shown in [3] there is a multitude of possible human machine interfaces that could be used to assist the driver while backing up. These interfaces might for example use the visual, auditory or tactile modality. From a technical point of view each of these variants is an independent application defined by its own workflow. To guarantee the performance of the newly selected application a re-composition takes place before starting it.

The fifth event to be looked at is the change of one or more quality parameters at runtime. This could happen for example through external influences like the amount of light available when using a camera-based sensor. Such changes of the performance of a Service might lead to a bad performance of the overall application. This could be solved by re-configuring the system in such an event. However, these events might occur frequently. To avoid a permanent re-composition SODA is not tracking the performance of the Service Instances continuously but periodically. This compromise ensures long-term performance and stability.

The last event that might occur in a truck and trailer system is the failure of a Service Instance. In this case one of the following situations arises:

- Failure of a Service currently not used
- Failure of a Service currently used with alternatives available
- Failure of a Service currently used with no alternatives available

The first situation does not affect the performance of the application currently executed. Therefore it is not examined more closely. If a Service fails that is currently used, the execution of the present composition is no longer possible. Here, we have to distinguish two different situations. In the first one there are other instances of the needed functionality available. Here, the problem can be solved by carrying out a re-configuration. In the second case no other Service offering the needed functionality is available and the application has to be shut down.

These six events, their characteristics and impacts on the execution of the application have been used to develop the re-composition approach used within the SODA framework.

III. STATE-OF-THE-ART IN SERVICE COMPOSITION ALGORITHMS

Many composition algorithms for Services have been discussed in recent years (see e.g. [4]). We have analyzed 22 approaches divided in eight groups focussing on the special requirements of DDAS. The four requirements to the composition algorithm in the SODA framework are:

1) Re-configuration at runtime is needed to react to dynamic system changes.

2) Determination of the optimal solution is favored in order offer the best assistance possible.

3) Executing a choreography-based approach rather than an orchestration done by a central instance helps to avoid single points of failure.

4) Ensure low resource consumption in terms of computing power, memory and network load is needed as the algorithm is executed on rather small embedded devices.

The algorithms to be investigated are all listed in Table I. The first group within this list are the design-time composition approaches. Both of them are able to find an optimal solution. Nevertheless, the fact that they do not support runtime re-composition excludes these techniques from being used within DDAS.

A large group of composition algorithms makes use of heuristics to simplify the selection procedure. The general idea of these approaches is to find a configuration that matches a certain level of quality. All of these techniques are able to carry out runtime re-configuration. But only the one presented by Garcia Valls and Basanta Val is able to handle the resource constraints of embedded systems. Furthermore, only the approach of Yuan and Lin is executed in a distributed manner. Finally none of the the approaches can guarantee to find the optimal solution.

The next group of approaches uses genetic algorithms to select Services among each other. Unfortunately none of them fulfills any other requirement besides being executable at runtime. For this reason they are not considered to be used within the SODA framework.

Another group of composition approaches bases on local optimization. Instead of seeking for an optimal end-to-end

<table>
<thead>
<tr>
<th>Publication</th>
<th>Runtime composition</th>
<th>Optimal solution</th>
<th>Distributed manner</th>
<th>Low resource consumption</th>
<th>Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mayer et al. [6]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mohabey et al. [7]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li et al. [8]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yu et al. [9]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yuan &amp; Liu [10]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardellini et al. [11]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Garcia Valls &amp; Basanta Val [12]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liu et al. [13]</td>
<td>X</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chang &amp; Wu [14]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wu et al. [15]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Qiqing et al. [16]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tao et al. [17]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grossmann et al. [18]</td>
<td>X</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zeng &amp; Benatallah (local opt.) [19]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zeng &amp; Benatallah (global opt.) [19]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Andagna &amp; Pernici [20]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wan et al. [21]</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aciello et al. [24]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li et al. [25]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Huang et al. [22]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gao et al. [23]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SODA algorithm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE I: Comparison of different selection algorithms
quality value these algorithms are basing on local selection. This technique does not guarantee an overall optimum (see e.g. [26]). It is the nature of local selection approaches that they use relatively simple algorithms that are characterized by low resource requirements. Nevertheless, all these approaches do not fulfill the requirement of composing the configuration with the best end-to-end performance.

Other approaches use the principles of integer programming to solve the selection problem. The basic idea of integer programming is that a set of variables, an objective function and a set of constraints is given and an algorithm tries to optimize the objective function by varying the values of the variables while enforcing the constraints. Both approaches analyzed are runtime executable and able to find the best solution possible. However, both of them are quite exhaustive and controlled by a central instance. In doing so both do not fit our profile of requirements.

Wan et al. present another technique for handling Service selection in [21]. The basic idea is to split up the overall application into smaller parts and optimize them separately. This divide and conquer approach is somehow similar to local optimization as it only guarantees the best selection locally instead of globally.

Another group of algorithms picks up classic graph-based techniques like for example the Dijkstra algorithm or a breadth first search. All these approaches manage to find the best solutions currently available. Nevertheless, they are quite exhausting. Furthermore they both need a supervising unit that overlooks the whole application in order to carry out the adaption procedure.

The last group of approaches to be discussed uses dynamic programming. This method generally solves complex problems by dividing it into smaller subproblems. These subproblems are then solved independently from one another and the subsolutions are combined in a way that the overall optimal solution is reached. Although being very close to the technique of divide and conquer, dynamic programming features two main benefits. Since the combination of the subsolutions is also subject of an optimization procedure end-to-end optimization can be carried out. Furthermore dynamic programming stores and re-uses the subsolutions to calculate them only once. Both approaches analyzed suffer from the fact that they use a central instance that overlooks and controls the whole system. Nevertheless, the principle of dynamic programming has high potential for being used within the SODA framework. It allows runtime re-configuration of the system. It is also able to find the composition offering the best end-to-end quality value. All this is done using a rather modest amount of computing power, memory and network load. Furthermore, as dynamic programming splits up the problem into smaller subproblems, the algorithms to solve them are numerous but rather simple. This fact meets the nature of DDAS as an aggregation of small, distributed, embedded devices. If the problem of being centrally controlled, that the example approaches are faced with, could be solved this technique would fulfill all demands set up by the application domain.

IV. THE SERVICE COMPOSITION ALGORITHM IN SODA

As the discussion of state-of-the-art in Service composition algorithms has shown, the technique of dynamic programming is a promising approach. This is because it allows to build algorithms that find the best composition currently available. Due to its solution strategy that involves dividing the overall problem into smaller subproblems and the reuse of the subsolutions calculated it makes a contribution to create a resource-friendly algorithm. This is important since SODA has to carry out re-composition at runtime using embedded devices. The only open issue in the approaches of Huang et al. and Gao et al. id the usage of a central instance which creates a single point of failure.

For these reasons the composition algorithm designed for SODA picks up the solution strategy of dynamic programming and combines it with a distributed control mechanism. Looking at the structure of algorithms using dynamic programming one can identify three phases:

1) Partitioning of the problem into subproblems
2) Calculating the subsolution for each subproblem
3) Combining the subsolutions to achieve the overall solution

During the first phase the overall graph containing all available Services is divided into smaller subgraphs which represent smaller parts of the problem. Hereby, the goal is to find a level of fragmentation that generates subproblems easy to solve. In SODA this is done by the explicit specification of cutting lines at design time. In order to achieve a complexity level close to the excellent values of the local composition algorithms the subproblems are limited to one Service and its direct neighbors in form of the candidates for its Requested Interfaces.

This small size of the subproblems simplifies the second step, which carries out the calculation of the subsolutions. It is reduced to selecting the best candidate subcomposition offered at the moment. This can be done very easily by going through the possibilities given for a Requested Interface and choosing the one with the best QoS among these. Hereby another characteristic of dynamic programming is used. As soon as a Service calculated the solution for its subproblem it stores it for later use. In the case of a second request for the subcomposition the saved result can be used without repeating the calculation.

The third step within a dynamic programming algorithm is to combine the subsolutions in such way that the best overall solution is found. In the algorithm used in the SODA framework this is automatically done due to the fact that the subproblems are solved consecutively. Hereby, each subsolution is calculated on the base of the minor subsolutions calculated before.

The re-configuration of an application can be illustrated using an example assistance system called Bending Angle Warning System (BAWS). This simple system monitors the two bending angles of a two-axle trailer and outputs a warning signal whenever one of them reaches a critical level. Therefore it needs sensor Services, one for each Bending angle, a Service that reads those values and compares them to some limit and a Service that is able to output a sound whenever such a limit is exceeded. One possible combination of available Services is presented in Figure 1. In this case for both of the needed functionalities Sound Sink and Limit Check two Service candidates are available. The procedure of re-composition is illustrated in the sequence chart given in Figure 2. It starts
with a Discovery Request message including the weighting factors (wf) send from some unit that wants to execute the driving assistance (Assistance Requester). It is first received by Service A which is an implementation of Sound Sink. In order to determine which of the two candidates C and D, which both offer the Limit Check functionality, should be selected A first sends out a Discovery Request including the received weighting factors to instance C. This instance owns two Requested Interfaces, both matched by one instance each (E and F). To calculate the solution of its subproblem a Discovery Request is sent out by instance C to both instances. By sending the request the weighting factors are forwarded once again. Since E and F are implementations of the functionality Bending Angle 1 and Bending Angle 2 respectively both do not own any Requested Interfaces. Both do only use the weighting factors received to calculate their own QoS value and directly respond afterwards with the values 2 and 4 respectively. Instance C brings these responses together with the quality measures of the connections and its own QoS. This procedure solves the subproblem assigned to C with the result of 9 which is responded as subsolution to the requesting instance A. Since instance A identified a second candidate D it also requests D’s subsolution. Just as instance C did a moment ago, instance D calls E and F to get their QoS. The results of this call are used to calculate the solution of the subproblem of D which equals 12 in this example. Since instance A has now all values available it is able to calculate and return its own subsolution. Taking into account A’s own QoS, the received subsolutions and connection qualities the result of this computation is 15.
a next step, the second candidate for the Sound Sink, instance B receives the Discovery Request. As it has discovered two candidates, C and D to its Requested Interface it requests both to send their subsolutions. Both instances make now use of the re-use principle of dynamic programming. As they already solved their subproblems they directly respond to the request using these values. As a result instance B computes an overall solution of 16 and sends that to the initial requester. The Assistance Requester would now choose to use the application offered by Service Instance A with an overall QoS value of 15 over the one offered by B providing a quality measure of 16.

In order to rank the complexity of the re-configuration the overall number of Discovery Requests and thereby of executions of the Service composition algorithm is used. The reasons therefore are that it is easy to measure and it is a good indicator for the processor load caused by the adaption process. Furthermore it is independent from the actual implementation and hardware used and thereby suitable to compare the complexity of the algorithm on an abstract level.

Analyzing the example given in Figure 1 the SODA algorithm sends out 10 Discovery Requests. Compared to an exhaustive depth-first-search which is also capable of finding the optimal composition (14 calls) this equals to a cutback of about 30%. Other examples confirm this benefit. Figure 3 (a) illustrates another possible constellation of the BAWS example. This time the functionalities Sound Sink and Limit Check are matched by three instances each. Bending Angle 1 and Bending Angle 2 are represented by two candidates in each case. While the exhaustive depth-first-search algorithm triggers 48 executions of the Service composition method, the one based on dynamic programming cuts them in half by executing the procedure only 24 times. The graph given in Figure 3 (b) represents a potential situation of a visual backing up assistance for a truck and a one axle trailer. In the given scenario some of the Services are matched by only one, some of them by two instances. Composing the application with the exhaustive depth-first algorithm would trigger 25 executions compared to only 16 with the SODA approach. The last example presented in Figure 3 (c) represents a potential constellation of instances of a visual backing up assistance for a combination of a vehicle and a two axle trailer. The given graph contains twelve functionalities and a total number of 15 instances. The reduction of Discovery Requests in this case is about 35% (46 with the exhaustive, 30 with the dynamic programming algorithm).

This last assistance system explained targeting on vehicles connected to a two-axle trailer has been implemented on a full-scale demonstrator. The basis this demonstrator is a Mercedes B-Class car connected to a two-axle trailer as pictured in Figure 4. The functionalities needed to build the assistance were implemented using the SODA framework. Some of these Services were executed on a 1 GHZ Intel Atom board running Lubuntu 12.04, others on a Raspberry PI platform running Raspbian OS. The smaller Services like for example the sensor units were implemented on embedded boards using either the ATMEG AT90CAN128 (8-bit architecture, 128KB memory) or the ATMEG ATmega88 (8-bit architecture, 8KB memory). In the constellation of instances given in Figure 3 (c) the execution of the Service composition algorithm took about 200ms.
In this paper an approach to react to runtime changes in driver assistance systems has been introduced. It uses the principles or Service-orientation and fulfills the requirements set up by the domain of embedded automotive systems at the same time. As the analysis has shown, the dynamic programming approach used allows to re-compose DDAS at runtime in a distributed manner while keeping the resource requirements for each participating unit low and finding the configuration with the best end-to-end performance. Furthermore, the approach has proved that it is executable on small embedded systems including 8-Bit micro controllers. The results of the experiments using the full-scale demonstrator have shown good performance by finding the best composition available in very short time.
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