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ABSTRACT
Software transactional memory (STM) is a transactional mechanism of controlling access to shared resources in memory. This transactional mechanism is similar to the abort-and-restart execution model in a functional reactive system (FRS). Due to its abort-and-restart nature, the execution semantics of STM are different from the classic preemptive or nonpreemptive model. Some research has strong constraints for its worst case response time (WCRT) analysis. In this paper, we research on worst case response time and schedulability analysis for real-time software transactional memory-lazy conflict detection (STM-LCD). Specifically, we introduce a parameter the remainder factor $m$, formally derive an exact WCRT for a 2-task set on STM systems using lazy conflict detection (LCD), propose an exact schedulability test for a 2-task set. Also, we present a near-exact WCRT for an $n$-task set on STM-LCD, and propose a new necessary condition and a new sufficient condition to schedule an $n$-task set. Finally, we show that experimental results are accordant with the aforementioned analysis.

1. INTRODUCTION
Transactional memory, as a concurrency control mechanism, can perform better than previously used methods of lock-free/wait-free retry loops [1]. Software Transactional Memory (STM) has been implemented as language extensions libraries for C/C++ and Java. Implementations of STM with real-time support are being actively studied. Schoeberl et al. [2] have proposed RTTM, an abstract model for implementing transactions with bounded response times in Java-based multiprocessor systems. Sarni et al. [3] propose a STM library with real-time support and improve algorithms for conflict detection. There are two ways to detect a conflict, i.e., eager conflict detection (ECD) and lazy conflict detection (LCD) [3, 4]. ECD detects a conflict early on, while LCD detects that at the time of committing. Software mechanisms to implement eager and lazy conflict detection schemes have been presented in [3] and [5]. In [2], Schoeberl et al. have pointed out that the implementation of eager conflict detection is more difficult than that of lazy conflict detection, and assume that conflict detection policy does not have an effect on real-time schedulability. Due to lack of studies, the effect of conflict detection policy on real-time schedulability is not very clear and can lead to incorrect implementation of STM in real-time and embedded systems.

The transactional mechanism of controlling access to shared resources in software transactional memory is similar to the abort-and-restart (AR) execution model in a priority-based functional reactive programming (P-FRP) system which has been studied with regard to its temporal attributes including response time analysis [6, 7], schedulability analysis [8] and priority assignment [14]. Based on the aforementioned research, Belwal and Cheng [4] have compared the temporal
attributes of both ECD and LCD mechanisms. However, the work in [4] does not derive necessary and sufficient scheduling conditions under either of these two conflict detection policies. Though a transactional memory system can be implemented with real-time support, ascertaining the temporal characteristics of its execution model is challenging. This is because a transaction-based execution does not fit into the classic definitions of preemptive and nonpreemptive models, which have been the primary focus of real-time research over the past few decades. However, concurrency control has been an issue in the preemptive execution model, since it could lead to the serious problem of priority inversion [9]. To avoid this, methods like priority ceiling protocol (PCP) [9] or lock-free execution [1] were proposed. Previous works on STM [10] deal with response time analysis for uniprocessor and multiprocessor scheduling. Schedulability conditions for this execution model have not been presented yet.

In [11], some scheduling conditions for a 2-task STM using LCD is proposed. Although it is the first paper which formally derives a WCRT analysis on STM systems, there is a strong constraint in [11]. To overcome the limitation, [12] propose an updated WCRT analysis on STM-LCD. However, it still has a strong constraint in [12]. Both have the limitation of potentially misjudging the schedulability for a 2-task set, because neither is based on the exact WCRT of the tasks. It is hard to obtain a sufficient and necessary condition without the exact presentation of WCRT. Furthermore, for an n-task set on STM-LCD systems, [11] just advance a necessary scheduling condition by Lemma3 in [11] which is optimistic, and [12] present WCRT and advance a sufficient schedulability condition by Theorem 3 in [12] which is pessimistic.

Therefore, this paper solves the aforementioned issue, by introducing some basic concepts, notations, and the STM-LCD execution paradigm (in Sec. 2), by outlining the limitation of the WCRT analysis and the scheduling condition in [12] as a motivation (in Sec. 3), by proposing a parameter the remainder factor m, by deriving the exact WCRT analysis for a 2-task set (in Sec. 4). Also, we present a near-exact WCRT for an n-task set on STM-LCD, and propose a new necessary condition and a new sufficient condition to schedule an n-task set (in Sec. 5). Furthermore, we show that experimental results are accordant with the aforementioned analysis (in Sec. 6). Finally, Section 7 states our conclusions and future research areas.

2. NOTATIONS AND EXECUTION MODEL

2.1 Notations and Basic Concepts

Essential concepts in STM are tasks and their associated priority, their associated time period and the dual concept of arrival rate, and their execution time; the concept of a time interval and release offset therein. In our task model, all these are assumed to be known a priori. The notations and formal definitions for these concepts as well as a few others used in the paper are as follows:

- A task set \( \Gamma_n = \{ \tau_1, \tau_2, ..., \tau_n \} \) is a set of n periodic tasks. • The priority of \( \tau_k \in \Gamma_n \) is the positive integer \( k \), where a lower number implies a higher priority. • \( T_k \) is the arrival time period between two successive transactions (or jobs, instances) of \( \tau_k \) and \( C_k \) is its worst-case execution time (WCET). • \( D_k \) is the relative deadline of \( \tau_k \), where \( D_k = T_k \). • \( x_k \) is the offset (the release time of the 1st transaction) of the \( \tau_k \), therefore \( x_k + (j - 1)T_k \) is the release time of the jth transaction of the \( \tau_k \). Also, assuming the offset \( x_k \) of the 1st transaction of \( \tau_n \) which is the lowest priority task in \( \Gamma_n \), is time 0. • tasks are said to be released synchronously when the release offsets of tasks are the same. If the release offsets are different tasks are said to be released asynchronously. • The response time \( R_{k,j} \) is the time interval between the release time of the j-th transaction of \( \tau_k \) and the time instant when it completes processing. \( R_k \) (the maximum of \( R_{k,j} \)) is the worst case response time (WCRT) of \( \tau_k \). • If the WCRT of all tasks is no more than their deadlines then it can be assured that the task set will be schedulable in all scenarios. Otherwise, the task set will be unschedulable in a worst case which is simplified as the term “unschedulable” in this paper). • Critical instant in STM-LCD is the time at which task releases lead to the WCRT of a lower priority task. Clearly, a synchronous release of tasks is not guaranteed to lead to the worst case in STM [13].

2.2 Execution Model

We consider an execution model of an STM system which runs on a uniprocessor system and implements lazy conflict detection (STM-LCD). In such real-time systems, tasks have a normal preemptive execution phase as well as an update (transactional) phase which has to be restarted upon preemption. Also, not all tasks share the same object, hence, preemption by a higher-priority task is not guaranteed to cause the update phase to restart. For this work, we make the assumption that a task is composed only of an update phase and that every task in the system shares an object. This is a worst-case assumption which allows us to focus on the transactional part of the execution and derive schedulability conditions that will work in every case. There are several state-of-the-art methods available for schedulability analysis in a preemptive model hence, accounting for preemptive execution is an unnecessary duplicity of work. The scheduling conditions derived by us for the transactional phase can be integrated with the conditions for the preemptive part of the execution. Thus, the overall temporal guarantees of the system can be derived by combining methods for the two phases.

Since we assume a task is composed only of an update phase, for a task \( \tau_k \), an update operation will take \( C_k \) time units to complete execution. If the task is preempted anytime before it has completed \( C_k \) times of execution, it will have to restart again. However in STM-LCD a data conflict is detected just before a task is ready to commit its results (and complete execution), therefore the task will still have to complete the remaining time units of execution before it starts a new update operation. Also, since all tasks make changes to the same object, if a higher-priority task preempts a lower-priority task the update operation of the lower-priority task will have to be restarted. Since, analysis of a transactional execution model is sufficiently complex in itself, overheads associated with preemption and conflict detection policies have been ignored in this paper.

Lazy Conflict Detection. For our STM model, in lazy conflict detection policy the task is assumed to execute for its WCET and then aborted. Its execution semantics is shown in Fig. 1 by using an example in [4].

3. RECENT WORK

...
Figure 1: (a) Task execution with synchronous release in lazy conflict detection (STM-LCD) (b) Task execution under worst-case release scenario with STM-LCD. T1, T2 and T3 represent tasks τ1(C1 = 3, T1 = 9), τ2(C2 = 4, T2 = 28) and τ3(C3 = 3, T3 = 30), respectively.

To ascertain the hard real-time deadline guarantee, recent work [12] formally derive WCRT for a 2-task set on STM-LCD systems, and advance some scheduling conditions for a 2-task set. However, the sufficient (and necessary) schedulability condition proposed by Theorem 2 in [12] is pessimistic. In this section, we will demonstrate its limitation.

**Proposition 1.** ([12], theorem2) If tasks in a 2-task set \( \Gamma_2 = \{\tau_1, \tau_2\} \) under STM-LCD are released asynchronously, a sufficient (and necessary) schedulability condition is: 1) \( C_1 \leq T_1 \); 2) \( \left\lfloor \frac{T_2 - 1}{\tau_1} \right\rfloor (C_1 + C_2) + C_2 \leq T_2 \). Or the worst case response time of \( \tau_2 \) is \( \left\lfloor \frac{T_2 - 1}{\tau_1} \right\rfloor (C_1 + C_2) + C_2 \leq T_2 \).

However, Proposition 1 may not hold, when \( T_1 - C_1 - C_2 \geq C_2 - 1 \). A counter-example can be found in Example 1 and Fig. 2.

Example 1: let \( C_1 = 1 \), \( T_1 = 10 \), \( C_2 = 4 \), and \( T_2 = 12 \).

Proposition 1 is assumed to proposes a sufficient and necessary condition because Proposition 1 presents the WCRT of \( \tau_2 \) as \( \left\lfloor \frac{T_2 - 1}{\tau_1} \right\rfloor (C_1 + C_2) + C_2 \). According to Proposition 1, the worst case response time of \( \tau_2 \) is \( \left\lfloor \frac{T_2 - 1}{\tau_1} \right\rfloor (C_1 + C_2) + C_2 = \left\lfloor \frac{T_2 - 1}{\tau_1} \right\rfloor \left( \frac{2}{9} \right) (4 + 4) + 4 = 14 > 12 = T_2 \), so the task set \( \Gamma_2 \) is assumed to be unschedulable. However, we can feasibly schedule the task set, if we look into the actual timing analysis in Fig. 2, when the Critical Instant is considered.

For the Critical Instant, \( x_1 \) can be any integer between \( 0, C_2 - 1 \), \( \tau_2 \) can start its execution at \( t = 0 \) and finish its execution at \( t = 1 \) in an asynchronous case, or \( \tau_2 \) cannot be executed at \( t = 0 \) in a synchronous case, therefore there is no preemption for \( \tau_2 \) at all, when \( C_2 > 1 \).

![Figure 2: the WCRT timing analysis for τ2](image)

of \( \tau_2 \) in Proposition 1 is not actually exact. Proposition 1 pessimistically calculates the WCRT of \( \tau_2 \). In example 1, by Proposition 1, WCRT is assumed to be 14, while its exact value is 9.

Based on the actual timing analysis in Fig. 2, \( \tau_2 \) can be scheduled at some time instant \( (x_1 + C_1 + (C_2 - x_1) + C_2 = 9) \) before the release of the \( \left( \frac{T_2 - 1}{\tau_1} \right) \) \( \tau_2 \)n task of \( \tau_1 \), where \( x_1 \) can be any integer between \( 0, C_2 - 1 \). This means that the \( \left( \frac{T_2 - 1}{\tau_1} \right) \) \( \tau_2 \)n transaction of \( \tau_1 \) will never preempt the current transaction of \( \tau_2 \), so no need to calculate its preempting and abort cost. While, Proposition 1 always pessimistically calculate the WCRT (14) of \( \tau_2 \) until the time instant when the \( \left( \frac{T_2 - 1}{\tau_1} \right) \) \( \tau_2 \)n transaction of \( \tau_1 \) is released, which is not correct.

### 4. WCRT and Schedulability Condition for a 2-Task Set

In this section, we propose an exact WCRT analysis for a 2-task set.

#### 4.1 A Necessary Schedulability Condition for a 2-task Set

We formally state the schedulability characteristics of the STM-LCD execution model, which are required for the WCRT analysis and the necessary and sufficient schedulability tests derived in subsequent sections.

**Lemma 1.** ([4, 11]) If a task set is schedulable in STM-LCD, a necessary condition of schedulability is that tasks will be able to complete execution (including the abort cost) between successive transactions of any other task present in the set. Or, for \( \Gamma_n = \{\tau_1, \tau_2, ..., \tau_n\} \); \( \forall \tau_i, \tau_j \in \Gamma_n : i \neq j, C_i + C_j \leq T_i \).

However, for \( \Gamma_2 = \{\tau_1, \tau_2\} \) in STM-LCD, Lemma 1 does not hold, when \( 0 = T_1 - C_1 - C_2 \) and \( C_2 > 1 \).

Figure 3 shows this case as follows. Let the 1st transaction of \( \tau_1 \) be released at time \( x_1 \). For the worst case, \( x_1 \) can be any integer between \( 0, C_2 - 1 \), here suppose \( x_1 = 1 \). So the 1st transaction of \( \tau_1 \) will preempt the 1st transaction of \( \tau_2 \), and start processing at time \( x_1 \). The 1st transaction of \( \tau_2 \) will resume execution after the 1st transaction of \( \tau_1 \), and will be aborted at time \( x_1 + C_1 + (C_2 - x_1) \). The 1st transaction of \( \tau_2 \) will then restart at time \( x_1 + C_1 + (C_2 - x_1) \) and cannot finish its execution because that the 2nd transaction of \( \tau_1 \) will preempt it again at time \( x_1 + C_1 + C_2 = x_1 + T_1 \), since \( 0 = T_1 - C_1 - C_2 \). And the 1st transaction of \( \tau_2 \) will always be preempted by the following transactions of \( \tau_1 \) and can never finish its execution. Thus, by considering the case of \( 0 = T_1 - C_1 - C_2 \), the necessary condition in Lemma 2 can be strengthened, and we can derive the following lemma:
LEMMMA 2. If a task set $\Gamma_2 = \{\tau_1, \tau_2\}$ is schedulable in STM-LCD when the worst case is considered, a necessary condition of schedulability is that task $\tau_2$ will be able to complete execution (including the abort cost) between successive transactions of $\tau_1$, i.e. $1 \leq T_1 - C_1 - C_2$, where $C_2 > 1$.

PROOF. By omitting the case of $0 = T_1 - C_1 - C_2$ in which the task set $\Gamma_2$ cannot be scheduled (this case can be shown in Fig. 3), we can directly derive this Lemma. \qed

4.2 WCRT and Schedulability Test for a 2-task Set

In this subsection, we discuss the exact worst case response time for a 2-task set $\Gamma_2$. We first introduce a definition of the remainder factor $m$, then propose a lemma for $m$, after that derive the exact WCRT based on the definition of $m$.

**Definition 1:** For simplicity and without loss of generality, we introduce a parameter the remainder factor, denoted as $m$, which presents the reduction in the remainder of $C_2$ to be executed upon repeated pre-emptions/abortions by $\tau_1$ in the interval of $T_1$, i.e., $m = T_1 - C_1 - C_2$.

For instance, in Example 1, $(C_1 = 1, T_1 = 10$, and $C_2 = 4)$, $m = T_1 - C_1 - C_2 = 5$.

By the remainder factor $m$ and Lemma 2, we can get the following lemma.

**LEMMA 3.** Task $\tau_2$ in a 2-task set $\Gamma_2 = \{\tau_1, \tau_2\}$ under STM-LCD is unschedulable when the worst case is considered and the WCRT of $\tau_2$ is infinite, when $C_2 > 1$ and $m \leq 0$.

**PROOF.** This Lemma can be directly derived from Lemma 2. \qed

**THEOREM 1.** The WCRT of $\tau_2$ in a 2-task set $\Gamma_2 = \{\tau_1, \tau_2\}$ under STM-LCD is

$$R_2 = \begin{cases} C_1 + C_2, & C_2 = 1, \\ \infty, & C_2 > 1; m \leq 0, \\ \left\lceil \frac{C_2 - 1}{m} \right\rceil \cdot (C_1 + C_2) + C_2, & C_2 > 1; m > 0, \end{cases}$$

(1)

**PROOF.** 1) When $C_2 = 1$, the task $\tau_2$ will never be pre-empted by $\tau_1$ because of the atomicity, so the Critical Instant is the time instant when tasks $\tau_2$ and $\tau_1$ have the synchronous release, this means $R_2 = C_1 + C_2$. In this case, the abort-and-restart scheme will not be applicable.

2) When $C_2 > 1$ and $m \leq 0$, $R_2$ is infinite by Lemma 3.

3) When $C_2 > 1$ and $m > 0$

To obtain the WCRT of $\tau_2$, let us analyze the execution timing procedure of $\tau_2$, when induced by $\tau_1$. This can be described in Fig. 4. Suppose that the offset of the lowest priority task $\tau_2$ is $0$, that $x_1(0 < x_1 < C_2)$ is the offset of $\tau_1$, therefore, the release time of the $1^{st}$, $2^{nd}$, ..., $i^{th}$ transaction of $\tau_1$ are $x_1, x_1 + T_1, \cdots, x_1 + (i - 1) \cdot T_1$, respectively.

At the beginning, the $1^{st}$ transaction of $\tau_2$ releases at the time instant $0$, and can be processed until the time instant $x_1$, at which the $1^{st}$ transaction of $\tau_1$ releases and preempts (for the $1^{st}$ time) the $1^{st}$ transaction of $\tau_2$, so in the time interval $[x_1, x_1 + T_1]$, the $1^{st}$ transaction of $\tau_1$ can complete its processing and take up the time interval $[x_1, x_1 + C_1]$, then the remaining part of the $1^{st}$ transaction of $\tau_2$ can be processed until the time instant $x_1 + C_1 + (C_2 - 1)$, and can be (for the $1^{st}$ time) aborted and restarted by the LCD policy. After that there remains $x_1 + m$ time-slice (the shaded part in Fig. 4) taking up the interval $[x_1 + C_1 + (C_2 - 1), x_1 + T_1]$, here $m$ is the remainder factor, $m = T_1 - C_1 - C_2$, $m > 0$.

If the remaining $x_1 + m$ time-slice is no less than $C_2$, then the $1^{st}$ transaction of $\tau_2$ can complete its processing, accordingly the response time of the $1^{st}$ transaction of $\tau_2$ is $x_1 + C_1 + (C_2 - 1) + C_2 = (C_1 + C_2) + C_2$. Otherwise, the $2^{nd}$ transaction of $\tau_1$ will preempt (for the $2^{nd}$ time) the $1^{st}$ transaction of $\tau_2$, and complete execution which takes up the time interval $[x_1 + T_1, x_1 + T_1 + C_1]$, then the remaining part of the $1^{st}$ transaction of $\tau_2$ can be processed until the time instant $x_1 + T_1 + C_1 + (C_2 - 1 - m)$, and can be (for the $2^{nd}$ time) aborted and restarted. After that there remains $x_1 + 2 + m$ time-slice (the shaded part in Fig. 4) taking up the interval $[x_1 + T_1 + C_1 + (C_2 - 1 - m), x_1 + 2 + T_1]$, and so on.

Therefore, we can derive that there remains $x_1 + q \cdot m$ time-slice (the shaded part in Fig. 4) taking up the interval $[x_1 + (q - 1) \cdot T_1 + C_1 + (C_2 - 1 - (q - 1) \cdot m), x_1 + q \cdot T_1]$.

To search for the response time of the $i^{th}$ transaction of $\tau_2$, is to find the minimal integer $q_m$ satisfying: $x_1 + q_m \cdot m \geq C_2$. This means $q_m = \lceil \frac{C_2 - 1}{m} \rceil$. Note that $q_m$ is just theabort number of the transaction of $\tau_2$ induced by $\tau_1$ before completing its execution.

Accordingly, the response time of the transaction of $\tau_2$ is $x_1 + (q_m - 1) \cdot T_1 + C_1 + (C_2 - 1 - (q_m - 1) \cdot m) + C_2 = (q_m - 1) \cdot T_1 + C_1 + C_2 + C_2 = q_m \cdot (C_1 + C_2) + C_2$.

To search for the worst case response time of $\tau_2$ is to find the maximal $q_m$, denoted as $q_m$, when considering any offset of $\tau_2$ except the synchronous case. Because $q_m = \frac{C_2 - 1}{m}$ is a non-increasing function of $x_1$, we can derive $q_m = \frac{C_2 - 1}{m}$, when $x_1 = 1, (0 < x_1 < C_2)$.

Thus, the worst case response time $R_2$ of $\tau_2$ can be obtained and is $q_m \cdot (C_1 + C_2) + C_2 = \left\lceil \frac{C_2 - 1}{m} \right\rceil \cdot (C_1 + C_2) + C_2$.

So Theorem 1 holds. \qed

Now, Theorem 1 gives an exact expression of the WCRT of $\tau_2$ in a 2-task set $\Gamma_2 = \{\tau_1, \tau_2\}$ under STM-LCD.

Looking back into Example 1 ($C_1 = 1, T_1 = 10, C_2 = 4$, and $T_2 = 12$) in previous section, where Proposition 1 does not hold, Theorem 1 can give a correct judgment as follows.

Based on (1), since $m = T_1 - C_1 - C_2 = 10 - 1 - 4 = 5 > 0$.
and \( R_2 = \left[ \frac{C_2 - 1}{T_2} \right] \ast (C_1 + C_2) + C_2 = \left[ \frac{1}{2} \right] \ast (4 + 1) + 4 = 9 < 12 = T_2 \), the task \( \tau_2 \) is schedulable. This follows the actual timing analysis in Fig. 2, when the worst case is concerned.

Thus, Theorem 1 corrects the schedulability misjudging from Proposition 1. Unlike Proposition 1, no limited condition between \( T_1 \) and \( T_2 \) is needed in Theorem 1. Therefore, Theorem 1 is more general.

After deriving the exact WCRT of the task, we will discuss the exact schedulability test for a 2-task set.

**Theorem 2.** Tasks in a 2-task set \( \Gamma_2 = \{\tau_1, \tau_2\} \) under STM-LCD is schedulable iff the following conditions are satisfied,

1. \( R_1 \leq T_1 \), and
2. if \( C_2 = 1 \), then \( C_1 + C_2 \leq T_2 \) or if \( C_2 > 1 \), then \( m > 0 \), and \( \left[ \frac{C_2 - 1}{T_2} \right] \ast (C_1 + C_2) + C_2 \leq T_2 \), where \( m = T_1 - C_1 - C_2 \).

**Proof.** This theorem can be proved by contradiction. (We omit the detailed proof because of the limited space.) \( \square \)

Theorem 2 presents the sufficient and necessary condition to schedule a 2-task set. Based on Theorem 2, the exact schedulability test for a 2-task set can be efficiently implemented. In example 1, \( m = T_1 - C_1 - C_2 = 10 + 1 - 4 = 5 > 0 \), \( R_2 = \left[ \frac{C_2 - 1}{T_2} \right] \ast (C_1 + C_2) + C_2 = \left[ \frac{1}{2} \right] \ast (4 + 1) + 4 = 9 < 12 = T_2 \). Thus, \( \Gamma_2 = \{\tau_1, \tau_2\} \) is schedulable.

## 5. WCRT AND SCHEDULABILITY CONDITIONS FOR AN N-TASK SET

For a n-task set \( \Gamma_n = \{\tau_1, \tau_2, \ldots, \tau_n\} \), there is at least \((n-1)!\) abort combinations for \( n \) periodic tasks, all of which must be checked for the worst case to be found. Therefore, finding the critical instant for the abort-and-restart model with periodic and sporadic tasks is intractable \([14]\). Therefore, we present a near-exact WCRT expression as in Sec. 5.1 which is less pessimistic than Theorem 3 in \([12]\). After that, we derive one new necessary condition and one new sufficient condition for STM-LCD, respectively.

### 5.1 WCRT and a Sufficient Schedulability Condition for an \( N \)-task Set

Wen et al. \([12]\) proposed a WCRT expression (Theorem 3 in \([12]\)) for \( n \)-task sets, however it is pessimistic. Therefore, we improve it by proposing the lemma as follows.

**Lemma 4.** In an \( n \)-task set \( \Gamma_n = \{\tau_1, \tau_2, \ldots, \tau_n\} \), \( n \geq 2 \), the WCRT of \( \tau_i \) is:

\[
R_i = C_i + \left[ \frac{R_i - x_i}{T_i - 1} \right] \left( C_i + C_{i-1} \right) + \left[ \frac{R_i - x_i}{T_i - 2} \right] \left( \max \{ C_i, C_{i-1} \} + C_{i-2} \right) + \cdots + \left[ \frac{R_i - x_i}{T_1 - 1} \right] \left( \max \{ C_i, C_{i-1}, \cdots, C_2 \} + C_1 \right)
\]

where \( i = 1, 2, \ldots, n; \ x_i \) is the offset for \( \tau_i \).

**Proof.** In \([0, R_i]\), there are \( \left[ \frac{R_i - x_i}{T_h} \right] \) transactions of \( \tau_h \), \( h < i \). Since each transaction of a higher priority task can induce abort costs to only a single transaction of one lower priority task, to achieve the WCRT, each transaction of \( \tau_h \) should preempt a task transaction with largest abort cost, or largest execution time, which is \( \max \{ C_i, C_{i-1}, \cdots, C_{h+1} \} \). Then to finish all transactions of \( \tau_h \), the worst case execution time is \( \frac{R_i - x_i}{T_h} \left( \max \{ C_i, C_{i-1}, \cdots, C_{h+1} \} + C_h \right) \), \( h < i \). While, \( \tau_i \) only needs \( C_i \) to execute itself, but it has to wait until tasks of higher priorities to finish. Summing them up proves the lemma. \( \square \)

Then, we derive an improved sufficient schedulability condition.

**Theorem 3.** In a \( n \)-task set \( \Gamma_n = \{\tau_1, \tau_2, \ldots, \tau_n\} \), \( n \geq 2 \), suppose that \( R_i^* \) is a bounded resolvant of (3). The sufficient condition to feasibly schedule task \( \tau_i \) is, \( R_i^* \leq T_i \).

**Proof.** It can be proved directly by Lemma 4. \( \square \)

### 5.2 A Necessary Schedulability Condition

Belwal and Cheng \([11]\) proposed a necessary schedulability condition (Theorem 2 in \([11]\)) for \( n \)-task sets, here we strengthen it by propose the theorem as follows.

**Theorem 4.** If a \( n \)-task set \( \Gamma_n = \{\tau_1, \tau_2, \cdots, \tau_n\} \), \( n \geq 2 \), can be feasibly scheduled, the following condition should be satisfied: \( 2 \sum_{j=1}^{n} C_j \leq \sum_{j=1}^{n} T_j - \frac{2}{5} \), where \( C_k > 1, k = 2, 3, \cdots, n \).

**Proof.** Main idea: from Lemmas 1 and 2, the theorem can be derived. (We omit the detailed proof because of the limited space.) \( \square \)

## 6. EXPERIMENTAL ANALYSIS

### 6.1 Experimental Analysis for 2-task Sets

To check the sufficient and necessary condition for a 2-task set in STM-LCD, we generated 1000 2-task sets in two groups. The first group had utilization less than or equal to 0.5, and the second group had the utilization factor was in the range \([0.1, 1]\). Each task set in the same group was unique in the sense that at least one task was different between any two task sets. The arrival periods for all task sets were randomly selected from the range \([10, 70]\), while their execution times were generated from the UUniFast algorithm \([15]\).

Figure 5: Comparisons of the schedulability test among Theorems

To sum up the results for the two groups of 1000 2-task sets, in term of the schedulability test for Theorem 4 in \([11]\), Proposition 1 and Theorem 2 in this paper, all task sets can be divided into three categories, properly judging, misjudging, and no judging. Figure 5 showed comparisons of the schedulability test among Theorem 4 in \([11]\), Proposition 1 and Theorem 2 in this paper. In Fig. 5, Theorem 4 in \([11]\), covering all three categories, has the lowest performance of schedulability test. While, Proposition 1, without no judging category, has better schedulability than Theorem 4 in \([11]\). Finally, Theorem 2, having 100% properly judging ratio, has the best schedulability of all these three theorems.
6.2 Experimental Analysis for N-task Sets

To check the sufficient condition of an n-task set in STM-LCD, we generated another 6 groups of 5000 n-task sets. All groups had the utilization factor in the range \([0.1, 0.6]\). The arrival periods for all task sets were randomly selected from the range \([10, 70]\), while their execution times were generated from the \(UUniFast\) algorithm [15].

We experimentally tested the schedulability of each task set in 6 groups, and obtained the result. Figure 6 showed that the numbers in the blue bars were less than those in the red bars for all 6 groups, where the blue bars and the red bars represent the numbers of task sets which can satisfy the sufficient condition of Theorem 3 in [12] and the numbers of task sets which can satisfy the sufficient condition of Theorem 3 in this paper, respectively. Theorem 3 strengthened the sufficient condition of the former and had better schedulability test results: (1) task sets which can satisfy Theorem 3 definitely can satisfy the former; (2) While, there existed several feasibly scheduled task sets which can satisfy Theorem 3 but cannot satisfy the former, in Fig. 6, the numbers of this kind of task sets are \(179(= 689 - 510)\), \(86(= 146 - 60)\), \(218(= 271 - 53)\), \(470(= 572 - 102)\), \(413(= 454 - 41)\) and \(13(= 15 - 2)\) for \(n = 2, 3, 4, 5, 6\) and 7, respectively.

Figure 6: The schedulability test of Theorem 3

Also, we conducted experiments to test the necessary condition between Theorem 2 in [11] and Theorem 4 in this paper. And the result showed that Theorem 4 in this paper had better schedulability than Theorem 2 in [11]. (We omit the detailed content because of the limited space.)

7. CONCLUSIONS

In this paper, we introduced a definition of the remainder factor \(m\), derived an exact WCRT analysis and schedulability test for a 2-task set. Also, we presented a near-exact WCRT for an n-task set on STM-LCD, and proposed an improved necessary condition and an improved sufficient condition to schedule an n-task set. Finally, we showed that experimental results are accordant with the aforementioned analysis.

Our future research will focus on searching a nearer-exact WCRT for an n-task set and more strengthening schedulability conditions for an n-task set in STM-LCM.
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