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ABSTRACT

We present PrVM, a framework for scheduling real-time VMs on multicore hardware. It addresses the intersection of the following problems: probabilistic real-time scheduling, VM scheduling, and full virtualization. Though each of these problems have been studied, their intersection — motivated by the need to consolidate multiple real-time software stacks, whose applications can be defined via probabilistic timing properties, onto a single embedded platform — is empty. PrVM uses a probabilistic model and timeliness optimality criterion. PrVM schedules VMs as server-like processes, computes time budgets using probabilistic methods, and aggregates task time budgets into VM time budgets. Experimental evaluations, using simulations and a concrete implementation, confirm the framework’s effectiveness for synthetic benchmarks and multimedia applications.

1 INTRODUCTION

With the introduction of multicore processors among all computer markets embedded systems faced a paradigm shift: from single-purpose platforms to platforms that consolidate multiple embedded systems, each serving a single purpose. Virtualization technologies enable the mutual isolation of these different embedded systems on a single platform. Example scenarios in which this is already the practice or under research are industrial control systems, big-physics control and data acquisition systems, vehicle control system, etc. Consolidating multiple software stacks into a single embedded platform has multiple advantages, such as cost, programmability, ease of maintenance, drastically reduced communication latencies between the consolidated embedded systems, etc. However, for real-time applications, applications’ time constraints must (continue to) be satisfied even when multiple embedded systems co-run on the same platform via virtualization. This requires hypervisor-level scheduling policies that ensure temporal isolation of the guest VMs, especially when each VM cannot be exclusively assigned to a subset of processor cores but multiple VMs share the same subset.

Most of the past efforts on VM scheduling in a real-time setting (e.g. [22]) focus on the timing objective of deterministically meeting all deadlines. In contrast, while probabilistic real-time scheduling has been studied in the past (e.g. [15]), studies mostly focused at the abstraction of task scheduling in a (real-time) OS setting. To the best of our knowledge, this is the first scheduling work that lies at the intersection of three spaces: probabilistic real-time scheduling, VM scheduling, and full virtualization. Similarly to past works in the space of probabilistic real-time systems (e.g. [15, 21, 24]), we consider a probabilistic task model, wherein task execution time is described using a probability density function. This has multiple advantages. For example, many real-time applications (e.g., multimedia) exhibit large variation in their actual execution time demands. Thus, the statistical estimation of task execution time demand is more stable and hence more predictable than the actual execution time.

To obtain the collective probabilistic timing assurance, CPU time must be allocated for each guest task $T_i$’s execution so that its $\rho_i$ is satisfied. There is an inherent tradeoff in this time allocation: longer the time allocation, the “stronger” will be the resulting probabilistic assurance (i.e., more than $\rho_i$ percentage of deadlines will be met), the greater the total number of required CPUs will be. Toward this, we present two probabilistic methods, called $CH$ and $DI$. $DI$ is more “optimistic” than $CH$ in the sense that, for a given density
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function and \( \rho_i \), DI allocates less CPU time than CH. Once task time allocations are computed, they are aggregated to determine the respective VM budgets using the compositional scheduling theory [18]. To understand PrVM’s effectiveness, we evaluated the framework through simulations using synthetic benchmarks, as well as by implementation-based experiments using the x264 production code.

## 2 RELATED WORK

In [18], Shin and Lee introduced the Compositional Scheduling Framework (CSF). CSF uses servers which provide a method of representing an application or VM with its own real-time tasks and scheduler as a single entity to be scheduled by the host OS. CSF provides an offline method to compute the budget of a periodic server given a set of guest tasks, the guest scheduler, and the period of the server on the host. CSF is useful for hierarchical scheduling because it is fully composable – i.e., a server can schedule servers which schedules its own servers, and so on. Moreover, CSF supports many scheduling policies and it is easy to implement. PrVM extends the same ideas from Shin and Lee by using a probabilistic approach to reduce the amount of resources needed.

RT-Xen [22] is the most well-known real-time virtualization solution exploiting hierarchical scheduling using servers and CSF. Based on the Xen hypervisor, it schedules servers (i.e., virtual CPUs or vCPUs) according to a fixed-priority algorithm. The same authors extended this work with overhead, cache awareness, multiprocessor support and IO devices ([14, 17, 23]). Several other solutions have been proposed to support hierarchical scheduling (e.g. [8, 10, 13]). However, none of these target soft real-time systems (e.g. [12]), and none of these use a probabilistic approach. Thus, they have to be pessimistic offline while allocating CPU time for each task to avoid deadline misses. Therefore, they allocate resources that may not be used during the execution when tasks terminate their execution earlier than expected. On the other hand, the more aggressive probabilistic approach used by PrVM allows reducing the number of resources even further than just the benefits gained from consolidating multiple physical computers’ software stacks into a virtualized environment.

Other approaches (e.g. [8]) supporting real-time virtualization use a microhypervisor or micro-kernel, for example NOVA [20]. However, as in PrVM and other previous works (e.g. [10]), using the well-known Linux kernel makes it easier to thoroughly evaluate the proposed approach. Furthermore, Kiszka [11] showed that Linux using KVM and the PREEMPT_RT patch set has promise as a real-time hypervisor.

Scheduling real-time systems that tolerate deadline misses using probabilistic guarantees have already been studied (e.g. [15, 21]). Such as PrVM, they assume that jobs from the same task can have different execution times modeled using a random variable. Using a different model than PrVM, where jobs are aborted when a deadline is missed, [15] derives tardiness bounds when tasks continue their execution after a deadline miss. Targeting multimedia applications, AIRS [9] is using Linux and an extended version of SCHED_DEADLINE to improve the QoS. HiRes [16] is another system to manage resources and improve the QoS. Contrary to PrVM, these solutions target multimedia applications and use stochastic approaches but do not target virtual environments.

## 3 MODEL

In PrVM, a guest VM is a real-time system that used to run on a single processor. Each guest VM is thus assigned a single vCPU – future work will consider the case of multiple vCPUs. Guest VMs run on top of the hypervisor and do not have privileged access to the processor. A guest VM has a set of real-time tasks with real-time constraints and schedules tasks using a real-time scheduler that is fully decoupled from the host scheduler – i.e., the host scheduler cannot control the guest scheduler decisions. Guest VMs schedule tasks using the Earliest Deadline First (EDF) algorithm. Although the model does not applies to a specific type of virtualization we target full virtualization, thus guest VMs are oblivious of the virtualization environment. In contrast to paravirtualization, full virtualization does not force a user to adopt a specific OS, hence easily extending the applicability of our approach to any OS.

We consider a real-time periodic task model for each VM; tasks release jobs periodically, and each job must be finished before its deadline. All tasks are independent and may be released simultaneously. The set of all tasks of a guest VM \( g \) is called \( \Gamma_g \). Inside each guest, a task \( \tau_i \) is characterized by a period \( T_i \) and a deadline \( D_i \). We set the deadline of each task equal to its period. The hyperperiod of \( \Gamma_g \) is the Least Common Multiple of \( T_i \) for all \( \tau_i \in \Gamma_g \). PrVM uses the probabilistic task model defined in [24] and [21] to model the execution time of the tasks: for each task, the distribution of its execution times is known. Based on this distribution, a task is thus additionally characterized by its mean execution time \( E_i \) and the variance of its execution time \( V_i \) (see Section 4 and Section 5).

As in [24] and [21], a job is immediately aborted as soon as it misses its deadline. Therefore, there is no backlogged demand. A programming model subsuming this abort model, similar to [21, 24], is assumed. Each task has an associated abort handler, which contains programmer-defined logic for transitioning the system to a safe state (e.g., release memory, locks, etc.) in the event of an abort. When a job misses its deadline, the guest OS raises a time constraint violation exception; the job is terminated and its abort handler is executed. Such as [21, 24], we assume that abort handlers have negligible execution time.

The system has multiple identical and independent CPUs, and each guest OS is only executed on one CPU. We use partitioned scheduling, thus migrations are not allowed during the execution. To assign vCPUs to physical CPUs, we use the Best-Fit algorithm. EDF is used to schedule VMs on each physical CPU. Virtual CPUs are assigned to physical CPUs before execution and cannot migrate. We do not take into account preemption costs or cache overheads. However, as our evaluations are performed on real hardware, such latencies are included in the evaluation.

We use a hierarchical model with one host OS and multiple guest OSes. The host OS manages the guests with a hypervisor or Virtual Machine Monitor (VMM), which in this paper is part of the host OS (type-2, hosted virtualization). The host is responsible for scheduling the guest VMs while each guest VM must schedule its own periodic real-time tasks using EDF. Servers are used to schedule the VMs on the host. As each guest is only scheduled on
We propose two different ways to compute the allocated execution time of tasks according to the known information about the tasks. If the complete distribution of a task’s execution times is not known, we can only rely on the mean and the variance of the execution times. In this case, we use Chebyshev’s inequality to compute the allocated execution time for the task. If the distribution is known, it is used to provide a less-pessimistic allocated execution time, i.e., closer to the probability $\rho$ given as input. Such solutions are called $CH$ and $DI$, respectively.

For each solution, let $c_i$ be the execution time of task $\tau_i$, $c_i$ is the CPU time allocated to each job inside each guest VM. A job may require more than $c_i$ to terminate.

$CH$. The probability of each job to terminate its execution before $c_i$ is $\rho$. $c_i$ can be computed using the following equation, which is based on Chebyshev’s inequality [21] (where $E_i$ is the mean of the execution time distribution and $V_i$ its variance):

$$c_i = E_i + \sqrt{\frac{\rho \times V_i}{1 - \rho}}$$  \hspace{1cm} (1)

This equation guarantees that the execution time of each job from task $\tau_i$ will have an execution time no larger than $c_i$ with a probability no less than $\rho$.

$DI$. If the distribution of the execution times is known, using Chebyshev’s inequality is too pessimistic. The distribution can instead be used to better estimate the amount of CPU time which must be reserved for each task. Let $e_{i,j}$ be the execution time of the $j^{th}$ job of $\tau_i$, $c_i$ must be such that:

$$\forall j, \text{prob}(e_{i,j} > c_i) < \rho$$  \hspace{1cm} (2)

The main difference between $CH$ and $DI$ is that $CH$ can be used without knowing the exact distribution of the execution times. Thus, $CH$ is more conservative than $DI$. On the other hand, $DI$ can guarantee a deadline satisfaction ratio closer to $\rho$.

We use the same value of $\rho$ among all tasks, among all guests. Future work will address tasks with different values of $\rho$. The smaller the value of $\rho$, the higher the chance a job will miss its deadline, because it will have less execution time reserved. However, it will reduce the number of resources needed to schedule the system.

4.2 Server Scheduling

PrVM treats each VM as a server with a respective time budget and period and uses CSF to schedule servers. Let $\Pi$ be the period of a server and $\Theta$ its budget (i.e., its execution time). A server can execute for at most $\Theta$ on each period. The CSF theory allows us to compute the budget and period of the servers [18] according to the characteristics of their tasks. For a fixed period, the budget of the server must respect this inequality:

$$\forall 0 < t \leq H, \ \text{dbf}_{EDF}(\Gamma, t) \leq \text{sbf}(t)$$  \hspace{1cm} (3)

The Demand Bound Function $\text{dbf}$ [3] of a task set $\Gamma$ depends on the scheduling algorithm used, here EDF. The Supply Bound Function $\text{sbf}$ computes the minimum possible resource supplies during a time interval of length $t$. First, let $k$ be such that:

$$k = \max\left(\frac{t - (\Pi - \Theta)}{\Pi}, 1\right)$$  \hspace{1cm} (4)

Then, if $t \in [(k + 1)\Pi - 2\Theta, (k + 1)\Pi - \Theta]$, we have:

$$\text{sbf}(t) = t - (k + 1)(\Pi - \Theta)$$  \hspace{1cm} (5)
Otherwise, we have:

\[ sbf(t) = (k-1) \Theta \]  

Equation (3) can be used to compute the budget and the execution time of the servers, and for each task we use the execution time computed with Equation (1) or Equation (2). To use this equation, the period of the server is first fixed arbitrarily. We discuss which values must be used for the period in Section 5. The budget and period of servers are used by the host to schedule VMs. We use partitioned scheduling so this is equivalent to uniprocessor scheduling on each processor. EDF being used to schedule each processor.

The CSF framework guarantees that all the deadlines of the tasks inside each VM are met. However, our model differs from CSF in that it has probabilistic execution times and thus the schedulability analysis does not rely on the WCET of tasks. Each task is allocated a CPU time of \( c_t \) to execute. If all jobs terminate before using all their allocated CPU time, CSF guarantees that no deadline is going to be missed. However, when the execution time of a job \( i \) exceeds \( c_t \), a deadline miss can occur. The percentage of deadline misses will not be above \( 1 - \rho \). The CH solution being more pessimistic, the number of deadline misses will be even lower while for the DI solution, the number of deadline misses is theoretically equal to \( 1 - \rho \) because it uses the exact distribution of the execution times.

### 4.3 Example

This subsection illustrates how budgets are assigned to VMs using Madplay, an MP3 decoder. Madplay was patched such that decoding a frame is a real-time job, playing a song is a real-time task. Figure 3 shows the impact of the distribution of the execution times and the probability on the actual execution time reserved for the task during the execution. The two figures represent the probability density function of the execution times for the CH and DI solutions. A vertical line represents the amount of CPU time reserved for different probability \( \rho \) (30%, 50% and 70%) according to Equation 1. For example, for \( \rho = 50\% \), CH reserves 65\( \mu \)s for the task to execute according to Eq. 1. This figure illustrates the fact that DI is more aggressive because it allocates less CPU time for the task to execute compared to CH for the same percentage \( \rho \). We can also see that the values of \( \rho \) are the same as the values which can be found on the y axis.

Figure 4 represents the required CPU time vs. the theoretical Deadline Satisfaction Ratio (DSR) for our two solutions, CH and DI, according to the probability \( \rho \). The first is more conservative and thus the number of deadline misses is lower, but requires more CPU time especially when \( \rho \) is close to 100. On the other hand, the relation between \( \rho \) and the DSR is linear when using DI. Thus, DI allows more control over the number of deadline misses and requires less CPUs than CH.

### 4.4 Complexity

The complexity of PrVM can be divided into offline and online complexities. Online, during the execution, the complexity of PrVM on each CPU is the same as EDF. Offline, before execution, the allocated CPU time of tasks and the budget of servers must be computed. The former has a complexity of \( O(1) \). However, the complexity of the algorithm for computing the budget of the servers is higher. Equation (3) must be met for \( t \) in \([0, LCM_f]\), and so the complexity thus depends on the hyperperiod of the task set. And for each \( t \), verifying the equation requires computing the \( dbf \) and the \( sbf \). The complexity of \( dbf \) is \( O(n) \) where \( n \) is the number of tasks in the task set while the complexity of \( sbf \) is \( O(1) \). This computation must be done while the budget is not large enough to guarantee the schedulability of the server. However, as PrVM is an offline scheduling framework, the offline complexity does not hurt the performance of the system.

### 5 EVALUATION

In this section the PrVM algorithm is firstly compared through simulations to partitioned-EDF and CSF to answer the questions of how many deadline will be missed, and how many physical processors can be spared. Secondly, a PrVM implementation is benchmarked on hardware using synthetic and production applications to demonstrate that PrVM actually works. We compare the performance of the PrVM implementation against a non real-time solution to demonstrate the need for a real-time approach. Then, we compare the PrVM implementation against the same solution but without probabilistic execution times.

#### 5.1 Implementation and Experimental Setup

PrVM extends KairosVM [4], hence we used KVM/QEMU as the virtualization environment. The current implementation targets the x86 64-bit architecture but PrVM can be easily ported to any other architecture supported by KVM. Due to the choice of KVM we do not compare PrVM to RT-Xen. This is because the evaluation...
would not just focus on the differences between the scheduling approaches but also on the implementation differences in Xen and KVM.

Each guest VM runs a minimal Ubuntu Server 10.04 with the Linux kernel 3.0.24, patched with ChronOS 3.0. The choice of the guest OS is however not critical and other real-time OSES could have also been chosen. ChronOS Linux [6] is an academic project that implements a pluggable scheduling framework within the Linux scheduler.

ChronOS implements the abort model described in Section 3. In order to force a worst case execution scenario the following experiments were run without exploiting the abort model. However, for the applications used (sched_test_app, x264, and Madplay), potential adverse effects of no-aborts, if any, did not manifest in the experimental results. As a matter of fact, this no-abort experimental setting is actually adversarial to our technique. Thus, with aborts, deadline satisfactions will only improve as the saved cycles will be used for tasks in-flight. We plan to explore this space with more applications in future work.

Linux 3.16 is used as the host OS. Guests are scheduled using SCHED_DEADLINE [7], a Linux scheduling policy implementing the Constant Bandwidth

Linux 3.16 is used as the host OS. The host OS is scheduling Guests using SCHED_DEADLINE [7], a Linux scheduling policy implementing the Constant Bandwidth Server (CBS [1]) to provide bandwidth isolation among tasks (guests). cpuset is used to pin tasks (guests) to processors. The host is running Ubuntu Server 10.04 paired with QEMU version 1.6.0. The implementation was deployed on an Intel Xeon E5520 processor with 4 CPUs at 2.27GHz, and 16GB of RAM. We dedicated 2GB of RAM to each guest.

The implementation of PrVM is available online [19].

5.2 Simulation
A first simulation evaluates the percentage of deadline misses of PrVM, CSF, and Best-Fit partitioned-EDF. We use 2 different probabilities for this experiment: 50% (K-50) and 80% (K-80). A simulator was developed to generate random task sets and schedule them for 2 hyperperiods. 5 VMs are scheduled on 2 CPUs. Each VM contains between 1 and 10 real-time tasks and the overall number of real-time tasks in all the VMs is 15. For each task set, the utilization of each task is computed randomly between 0.01 and 0.99 with a uniform distribution [5]. Execution times are randomly generated using the normal distribution with a mean execution time set to half the WCET of the task. The period of each task is chosen randomly with a uniform distribution. The overall global utilization, i.e., the sum of all the utilizations of the VMs, varies between 1 and 3.5.

Figure 5 shows the percentage of deadline misses for all the different scheduling algorithms and for the CH and DI. While partitioned-EDF always stays close to zero deadline misses, this number quickly increases for our solutions when the global utilization is more than 2, especially when \( \rho \) is high. Indeed, as expected, a lower value of \( \rho \) leads to more deadline misses. For DI, as expected, the number of deadline misses increases faster than with CH. Indeed, this second solution is more aggressive and compared to CH allocates less CPU time to tasks for the same probability \( \rho \). The percentage of deadline misses for DI is even larger for \( \rho = 50 \) than for \( \rho = 80 \) because deadline misses appear for a global utilization of 1.

5.3 Number of Processors
A second simulation presents a static analysis of the scalability and effectiveness of PrVM by showing the number of processors required to schedule all the VMs according to the probability \( \rho \). This simulation was done using the sched_test_app synthetic benchmark [6]. We generated a set of synthetic tasks for our probabilistic model based on [2]. We chose a uniform distribution because we believe it is representative of many real-world scenarios. We generated 100 task sets for each probability on the x axis and took the average number of CPUs needed to schedule the task sets such that each VM can execute for the execution time computed by CSF.

Figure 6 shows the number of CPUs required varying the probability. Each line represents a different expected value for the execution time, with regard to the WCET. The variance is set to \((\frac{1}{3} \times WCET)^2\). The number of CPUs increases when the probability increases. Moreover, more CPUs are needed when the expected execution time of tasks increases. This is expected because a larger execution time is reserved for each task. We can thus conclude from these plots that PrVM is able to scale as the number of VMs increases. For the test with 24 VMs, 13 CPUs are on average required to schedule the task sets when using the WCET instead of the probabilistic model. Thus, PrVM requires between 10% and 50% less CPUs when \( \rho \) is less than 90% and the expected execution
time is 20% and 40% of the WCET. Compared to actual worst-case execution time, our probabilistic model yields even larger gains in terms of the number of CPUs used.

5.4 Deadline Misses

Two different kinds of benchmarks are used in this subsection. First, the sched_test_app synthetic benchmark is used to generate random task sets. While generating random task sets, we set their global utilization between 20% and 30% so that the 6 VMs cannot be scheduled on one CPU only. To compute the budget for each VM using CSF, we set the period to 100μs. 2 physical CPUs and 6 VMs are used for all the evaluations, unless stated otherwise. Then, we used two production applications: x264 (video streams encoder), and Madplay (audio decoder).

We first evaluated the execution times of these applications. The distribution of the execution times of Madplay follows a normal distribution while this is not true for x264. However, the larger the standard deviation of the application, the more pessimistic the allocation of the execution times will be with CH. We set a different period for each application according to its mean execution time.

Secondly, we experiment with the default scheduling policy of Linux, the Completely Fair Scheduler (CFS), which does not aim to have good real-time performance. 6 VMs running the x264 application were scheduled on 2 CPUs, and CFS was responsible for assigning these VMs to the CPUs and for scheduling them. Results showed that the average percentage of deadline misses among all the real-time tasks in the VMs was 16%. A real-time policy is thus needed for acceptable performance.

Using sched_test_app, we first scheduled random real-time tasks inside different VMs. Execution times are generated using the normal distribution. The standard deviation is set to \( \frac{1}{2} \) of the WCET and the expected value is set to: 0.3 × WCET, 0.5 × WCET and 0.7 × WCET. Figure 7 represents the mean DSR of all VMs when the probability given to Chebyshev’s inequality increases, and for task sets with three different mean execution times compared to their WCET. On the figure on the left, 4 VMs are scheduled on 2 CPUs while on the right, 6 VMs are scheduled, still on 2 CPUs. For Figure 7, the higher the better because a higher DSR means less deadline misses. As expected, the DSR is reduced when the mean execution time is larger. We also see that the DSR is always higher than the probability in the x axis, due to the use of Chebyshev’s inequality which guarantees a DSR given the probability. For the CH solution, the DSRs in Figure 7 are significantly larger than the associated probabilities in the x axis, especially for the lowest probabilities. This is due to Chebyshev’s inequality, which needs to be conservative because it only knows the expected execution time and the standard deviation of the execution times and nothing else about the distribution. The same experiments were also performed using x264 with similar results. Overall, PrVM provides provable probabilistic guarantees regarding the number of deadline misses. The evaluation shows that, as expected, it never goes lower than ρ and requires less resources than traditional solutions. In comparison, solutions using the WCET require a much higher number of CPUs while only increasing the DSR by a few percentage.

6 CONCLUSION

Inspired by the practice of consolidating multiple real-time software stacks (guests VMs) on a single multicore embedded platform this paper introduced PrVM, a hierarchical real-time scheduling framework for virtualized environments which reduces the number of physical processor cores required – or increases the number of guest VMs that can be consolidated on a set of processor cores. PrVM adopts two different probabilistic approaches to reduce the CPU time allocated to each task according to the amount of information known about the task sets. We show that even with partial information probabilistic time guarantees can be met. Evaluations show that PrVM allows a greater number of VMs to run on a single embedded platform than KVM/Linux while providing VM’s applications temporal guarantees. PrVM always meets probabilistic guarantees on the number of deadline misses for each VM, which we demonstrated to be important for certain classes of applications, such as multimedia, and cannot be guaranteed just with SCHED_DEADLINE.
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